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#### Abstract

Recently, Razborov obtained superpolynomial lower bounds for monotone circuits that tect cliques in graphs. In particular, Razborov showed that detecting cliques of size $s$ in a graph th $m$ vertices requires monotone circuits of size $\Omega\left(m^{s} /(\log m)^{28}\right)$ for fixed $s$, and size $m^{\Omega(\log m)}$ for $\lfloor\log m / 4\rfloor$.

In this paper we modify the arguments of Razborov to obtain exponential lower bounds for onotone circuits. In particular, detecting cliques of size $(1 / 4)(n / \log m)^{2 / 3}$ requires monotone circuits f ize $\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)$. For fixed $s$, any monotone circuit that detects cliques of size $s$ requires ' $\left.m^{5} /(\log m)^{5}\right)$ AND gates. We show that even a very rough approximation of the maximum clique a of a graph requires superpolynomial size monotone circuits, and give lower bounds for some ner Boolean functions. Our best lower bound for an NP function of $n$ variables is $\exp \left(\Omega\left(n^{1 / 4}\right.\right.$. $\left.(\log n)^{1 / 2}\right)$ ), improving a recent result of $\exp \left(\Omega\left(n^{1 / 8-c}\right)\right)$ due to Andreev.


## 1. Introduction

In 1949, Shannon [14] showed that almost all Boolean functions bave expontially large circuit complexity. Unfortunately, the best circuit lower bound for a oblem in NP is only $3 n$ (Blum [4]). Circuit lower bounds are important since a uperpolynomial circuit lower bound for a problem in NP implies that $P \neq N P$.

Because lower bounds for general circuits seem difficult to prove, many people have studied restricted circuit models. One restriction is to consider only monotone circuits, with AND gates and OR gates allowed but no NOT gates allowed. Until recently, however, the best known lower bound for the monotone circuit complexity of a single monotone problem in NP was a $4 n$ lower bound (Tiekenheinrich [16]). Wegener [18] gave an $\Omega\left(n^{2} / \log n\right)$ lower bound for simultaneously computing a set of $n$ Boolean functions (in NP) of $n$ variables.

Recently, Razborov [12] achieved a major development, namely obtaining supolynomial lower bounds for monotone circuits. For a Boolean function $f$, let ${ }^{\prime}(f)$ denote the monotone circuit complexity of $f$. For $1 \leqq s \leqq m$, let CLIQUE $(m, s)$ e the function of $n=\binom{m}{2}$ Boolean variables representing the edges of an undirected

[^0]graph $G$ on $m$ vertices, whose value is 1 iff $G$ contains an $s$-clique. In [12] Razborov shows that
$$
L^{+}(\operatorname{CLIQUE}(m, s)) \geqq m^{s}\left(s^{3} e^{s} \ln m\right)^{-2 s},
$$
and concludes that for fixed $s$
\[

$$
\begin{equation*}
L^{+}(\operatorname{CLIQUE}(m, s))=\Omega\left(\frac{m^{s}}{(\log m)^{2 s}}\right), \tag{1.1}
\end{equation*}
$$

\]

and that for $s=\left\lfloor\frac{1}{4} \ln m\right\rfloor$

$$
L^{+}(\operatorname{CLIQUE}(m, s))=m^{\Omega(\log m)}
$$

Here we modify the arguments of [12] to improve the lower bounds. Our main results are exponential lower bounds for the monotone circuit complexity of several Boolean functions. In particular we show that

$$
L^{+}(\operatorname{CLIQUE}(m, s)) \geqq \frac{1}{8}\left(\frac{m}{4 s^{3 / 2} \log m}\right)^{(\sqrt[s]{s}+1) / 2}
$$

and thus for $s=\left\lfloor(m /(8 \log m))^{2 / 3}\right\rfloor$ we have

$$
L^{+}(\operatorname{CLIQUE}(m, s))=\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)
$$

The method also supplies lower bounds on the monotone complexity of Boolean functions that approximate the maximum clique size of a graph. For example, we show that if $f$ is any Boolean function of $n=\binom{m}{2}$ variables representing the edges of a graph $G$ whose value is 0 if $G$ contains no clique of size $\left\lfloor(\log m)^{4}\right\rfloor$, is 1 if $G$ contains a clique of size $\left[\mathrm{m} /\left(8(\log m)^{3}\right)\right]$, and is arbitrary otherwise, then

$$
L^{+}(f)=m^{\Omega(\log m)}
$$

We also improve (1.1) and show that for fixed $s$

$$
L^{+}(\operatorname{CLIQUE}(m, s))=\Omega\left(\frac{m^{s}}{(\log m)^{s}}\right)
$$

In fact, we show that any monotone circuit that computes CLIQUE $(m, s)$ (for fixed $s$ ) contains at least $\Omega\left(m^{s} /(\log m)^{*}\right)$ AND gates.

As mentioned above, our methods are basically a modification of those appearing (without proof) in [12]; however, our paper is self-contained.

Razborov obtains his lower bound for the monotone complexity $L^{+}(f)$ of a Boolean function $f$ in the following two steps:
(i) For every lattice $K$ from a properly defined family of lattices, he defines the distance $\varrho(f, K)$ from $f$ to $K$ and shows that

$$
\begin{equation*}
L^{+}(f) \geqq \varrho(f, K) \tag{1.2}
\end{equation*}
$$

(ii) For a specific function $f$ (e.g., $f=\operatorname{CLIQUE}(m, s)$ ) he defines an appropriate lattice $K$ and shows that $\varrho(f, K)$ is large.

Our improved bounds are obtained by choosing different lattices in the second step, which are modified versions of Razborov's lattices.

Very recently, Andreev [2] has obtained exponential lower bounds for the monotone circuit complexity of several problems in NP. His methods are different, though very similar, to those of Razborov. The best lower bound obtained by Andreev for a function of $n$ variables in NP is $\exp \left(\Omega\left(n^{1 / 8-\varepsilon}\right)\right)$, whereas our best bound mentioned above is $\exp \left(\Omega\left(n^{1 / 8-\varepsilon}\right)\right)$. We also note that the methods of [2] do not seem to supply good lower bounds for CLIQUE $(m, s)$ for fixed $s$. Applying Razborov's methods together with our ideas to one of the functions $g$ of $n$ variables considered by Andreev, we can improve Andreev's lower bound and show that $L^{+}(g)=\exp \left(\Omega\left(n^{1 / 4} \cdot(\log n)^{1 / 2}\right)\right)$.

The paper is organized as follows. In Section 2 we describe the relatively easy step (i) mentioned above, including Razborov's proof of inequality (1.2). In Section 3 we obtain, using an appropriate lattice, exponential lower bounds for the monotone complexity of the clique function. In Section 4 we obtain the $\exp \left(\Omega\left(n^{1 / 4}\right.\right.$. $\left.\cdot(\log n)^{1 / 2}\right)$ ) for Andreev's function $g$. Section 5 contains lower bounds for the monotone complexity of some other Boolean functions.

Throughout this paper, the function $\log x$ denotes logarithm base 2 of $x$, whereas $\ln x$ denotes logarithm base $e$ of $x$.

## 2. Monotone complexity and lattices

For $n \geqq 1$, let $B_{n}$ denote the $n$-dimensional cube $\{0,1\}^{n}$. Let $P\left(B_{n}\right)$ denote the power set of $B_{n}$. The power set $P\left(B_{n}\right)$ is a lattice with respect to union and intersection. Let $\mathscr{L} \subseteq P\left(B_{n}\right)$ be the sublattice of $P\left(B_{n}\right)$ consisting of all monotone families of vectors in $B_{n}$, i.e., $\mathscr{L}$ is the set of all $F \subseteq B_{n}$ such that

$$
\forall u \in F \forall v \in B_{n}[u \leqq v \Rightarrow v \in F] .
$$

For a monotone function $f$ of $n$ Boolean variables, put $A(f)=\left\{v \in B_{n}: f(v)=1\right\}$. Clearly if $f$ is a monotone function, then $A(f) \in \mathscr{L}$, and if $f$ and $g$ are monotone functions, then $A(f \vee g)=A(f) \cup A(g)$ and $A(f \wedge g)=A(f) \cap A(g)$.

A subposet $K$ of $\mathscr{L}$ is a legitimate lattice if
(i) it is a lattice (i.e. every pair $M, N \in K$ has a join, denoted by $M \sqcup N$, and a meet, denoted by $M \sqcap N$ ), and
(ii) $A\left(x_{1}\right), A\left(x_{2}\right), \ldots, A\left(x_{n}\right), A(0)(=\emptyset), A(1)\left(=B_{n}\right) \in K$.

For $M, N \in K$, define $\quad \delta_{\cup}(M, N)=(M \sqcup N)-(M \cup N)$ and $\delta_{\square}(M, N)=$ $=(M \cap N)-(M \sqcap N)$.

For a monotone function $f$ and a lattice $K$, the distance from $f$ to $K$ is the minimum $t$ such that there are $M, M_{1}, N_{1}, \ldots, M_{t}, N_{t} \in K$ satisfying

$$
\begin{equation*}
M \sqsubseteq A(f) \cup \bigcup_{i=1}^{t} \delta_{\lrcorner}\left(M_{i}, N_{i}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
A(f) \subseteq M \cup \bigcup_{i=1}^{t} \delta_{n}\left(M_{i}, N_{i}\right) \tag{2.2}
\end{equation*}
$$

Denote this distance by $\varrho(f, K)$.

Theorem 2.1 ([12]). For every monotone function $f$ and every legitimate lattice $K$, we have $L^{+}(f) \geqq \varrho(f, K)$.
Proof. Put $t=L^{+}(f)$ and consider a monotone straight-line program $P$ for computing $f$ using $t$ operations (each of which is either an $V$ or an $\Lambda$ ). Let $f_{i}$ and $g_{i}$ be the operands of the $i$ th operation, for $1 \leqq i \leq t$.

Let $M$ be the element of $K$ obtained by running the program $P$ in $K$, replacing each $\vee$ by $L$, each $\wedge$ by $\Pi$, each $x_{i}$ by $A\left(x_{i}\right)$, each 0 by $A(0)$, and each 1 by $A(1)$. Similarly, let $M_{i}$ and $N_{i}$ be those elements of $K$ obtained by running the parts of $P$ for computing $f_{i}$ and $g_{i}$, respectively, in $K$. We prove, by induction on $t$, that (2.1) and (2.2) hold. For $t=0, f$ is either $x_{i}$ or 0 or 1 , and $M=A(f)$ so the result is trivial. Assuming the result for $t-1$, we prove it for $t$. Suppose, for example, that $f=f_{\mathrm{t}} \vee g_{i}$. By the induction hypothesis,

$$
M_{t} \subseteq A\left(f_{t}\right) \cup \bigcup_{i=1}^{t-1} \delta_{\sqcup}\left(M_{i}, N_{i}\right)
$$

and

$$
N_{t} \risingdotseq A\left(g_{i}\right) \cup \bigcup_{i=1}^{t-1} \delta_{\llcorner }\left(M_{i}, N_{i}\right)
$$

Therefore

$$
\begin{aligned}
M & =M_{i} \sqcup N_{t}=M_{i} \cup N_{t} \cup \delta_{\sqcup}\left(M_{i}, N_{t}\right) \\
& \subseteq A\left(f_{t}\right) \cup A\left(g_{i}\right) \cup \bigcup_{i=1}^{i} \delta_{\sqcup}\left(M_{i}, N_{i}\right) \\
& =A(f) \cup \bigcup_{i=1}^{i} \delta_{\sqcup}\left(M_{i}, N_{i}\right),
\end{aligned}
$$

which is (2.1).
Equation (2.2) is even easier to prove in this case. By the induction hypothesis

$$
A\left(f_{t}\right) \leqq M_{t} \ \bigcup_{i=1}^{t-1} \delta_{n}\left(M_{i}, N_{i}\right)
$$

and

$$
A\left(g_{l}\right) \subseteq N_{t} \cup \bigcup_{i=1}^{i-1} \delta_{\sqcap}\left(M_{i}, N_{i}\right) .
$$

Thus

$$
\begin{aligned}
A(f) & =A\left(f_{t}\right) \cup A\left(g_{t}\right) \sqsubseteq M_{i} \cup N_{t} \cup \bigcup_{i=1}^{t-1} \delta_{\Pi}\left(M_{i}, N_{i}\right) \\
& \sqsubseteq\left(M_{i} \sqcup N_{t}\right) \cup \bigcup_{i=1}^{t-1} \delta_{\sqcap}\left(M_{i}, N_{i}\right) \sqsubseteq M \cup \bigcup_{i=1}^{t} \delta_{\sqcap}\left(M_{i}, N_{i}\right),
\end{aligned}
$$

which is (2.2).
The case $f=f_{t} \wedge g$, is proved similarly, so the proof is complete. (Notice that, the proof actually implies a slightly stronger result, namely:

$$
M \subseteq A(f) \cup \cup\left\{\delta_{\sqcup}\left(M_{i}, N_{i}\right): 1 \leqq i \leqq t, \text { the } i \text { th operation is an } \vee\right\}
$$

and

$$
A(f) \subseteq M \cup \cup\left\{\delta_{\cap}\left(M_{i}, N_{i}\right): 1 \equiv i \subseteq t, \text { the } i t h \text { operation is an } \Lambda\right\}
$$

## 3. The clique problem

### 3.1. The Iattice

In this section we define a legitimate lattice $K$ such that $\varrho(\operatorname{CLIQUE}(m, s), K)$ is large. This will supply, by Theorem 2.1, lower bounds for the monotone circuit complexity of CLIQUE $(m, s)$. As mentioned above, our lattice is only a modification of the lattice given in [12]. Throughout this section, we always assume that $m$ is large enough (e.g., assuming $m \supseteqq 1000$ is sufficient for all our purposes).

Let $l \equiv 2$ and $r$ be numbers to be chosen later. For not necessarily distinct sets $W, W_{1}, W_{2}, \ldots, W_{r}$, we say that $W_{1}, W_{2}, \ldots, W_{r}$ imply $W$ (and write $W_{1}, W_{2}, \ldots$ $\left.\ldots, W_{r} \vdash W\right)$ iff
(i) The sets $W, W_{1}, W_{2}, \ldots, W_{r}$ all have cardinality at most $l$, and
(ii) $W_{i} \cap W_{j} \subseteq W$ for all $I \leqq i<j \leqq r$.

Notice that if $W_{1} \subseteq W$ and $|W| \leqq l$, then $r$ copies of $W_{1}$ imply $W$. If $A$ is a collection of sets and $W$ is a set, we say that $A$ implies $W$ (and write $A \vdash W$ ) iff there exist $W_{1}, W_{2}, \ldots, W_{r} \in A$ that imply $W$. A collection $A$ is closed iff $\forall W[A \vdash W \Rightarrow$ $\Rightarrow W \in A]$. The closure of a collection $A$, denoted by $A^{*}$, is given by $A^{*}=\cap\{B: A \subseteq$ $\sqsubseteq B$ and $B$ is closed\}. One can easily check that * is a closure relation (i.e., $A \subseteq \overline{A^{*}}$, $A \subseteq B$ implies $A^{*} \subseteq B^{*}$, and $\left(A^{*}\right)^{*}=A^{*}$ ).

For a technical reason, it is convenient to assume, in this section only (and not in Section 4), that if $A$ is a closed set having a member of cardinality 1 , then it also has the empty set as a member. Thus in this section we agree that $A \vdash \emptyset$ if there is a set $W \in A$ such that $|W|=1$.

Put $V=\{1,2, \ldots, m\}$. Our $n=\binom{m}{2}$ Boolean variables $x_{1}, x_{2}, \ldots, x_{n}$ correspond to the edges of a graph on $V$. For a collection $A$ of subsets of $V$, let $[A]$ denote the family of all graphs on $V$ that contain a clique on some $W \in A$. Each such graph is represented by a characteristic vector on the set of $n$ possible edges, i.e., by an element of $B_{n}$. Thus $[A\rceil$ is an element of the lattice $\mathscr{L}$, defined in Section 2. Set $\mathscr{V}(l)=\{W \subseteq V:|W| \leqq l\}$. Finally define $K(m, r, l)=\{[A \mid: A$ is a closed subset of $\mathscr{V}(l)\}$.

The following lemma asserts that $K(m, r, l)$ is a legitimate lattice. We omit its straightforward proof.

Lemma 3.1. $K$ is a legitimate lattice in which the join $\cup$ and the meet $\Gamma$ are given by $\lceil A\rceil\left\llcorner[B\rceil=\left\lceil(A \cup B)^{*}\right\rceil\right.$ and $[A\rceil \square\lceil B\rceil=\lceil A \cap B\rceil$.

### 3.2. Some combinatorial lemmas

Let $\mathscr{F}$ be a family of sets. We say that $\mathscr{F}$ has property $P(r, k)$ if
(i) every set $W \in \mathscr{F}$ has cardinality at most $k$, and
(ii) there are no (not necessarily distinct) $W, W_{1}, W_{2}, \ldots, W_{r} \in \mathscr{F}$ and $U \subseteq W$ such that $W_{i} \cap W_{j} \subseteq U$ for all $1 \leqq i<j \leqq r$ (i.e., $\mathscr{F} \vdash U$ ).

Let $h(r, k)$ denote the maximum possible cardinality of a family $\mathscr{F}$ that has property $P(r, k)$.

Lemma 3.2. For all $r \geqq 2$ and $k \geqq 0$, we have $h(r, k)=(r-1)^{k}$.
Proof. We first show that $h(r, k) \geqq(r-1)^{k}$. Let $S_{1}, S_{2}, \ldots, S_{k}$ be $k$ pairwise disjoint sets, each of cardinality $r-1$. Define $\mathscr{F}=\left\{W \subseteq \bigcup_{i=1}^{k} S_{i}: \forall i\left|W \cap S_{i}\right|=1\right\}$. Clearly $|\mathscr{F}|=(r-1)^{k}$. One can easily check that $\mathscr{F}$ has property $P(r, k)$. Indeed if $W, W_{1}$, $W_{2}, \ldots, W_{r} \subseteq \mathscr{F}$ and $U \subseteq W$, then $U \cap S_{i}=\emptyset$ for some $i$ with $1 \leqq i \leqq k$. But since $\left|S_{i}\right|=r-1$, there are, by the pigeonhole principle, some $1 \leqq p<q \leqq r$ such that $W_{p} \cap W_{q} \cap S_{i} \neq 0$. But this means that $W_{p} \cap W_{q} \Phi \mathbb{C}$, so $\mathscr{F}$ has property $P(r, k)$.

We next prove that $h(r, k) \equiv(r-1)^{k}$ by induction on $r$. For $r=2$, the result is trivial; for if $\mathscr{F}$ contains two sets $W_{1}$ and $W_{2}$, define $U=W_{1} \cap W_{2}$. Either $U \subseteq W_{1}$ (and then take $W=W_{1}$ ) or $U \subseteq W_{2}$ (and then $W=W_{2}$ ), so $\mathscr{F}$ does not have property $P(r, k)$.

Assuming the result for $r-1$, we prove it for $r$. Let $\mathscr{F} r$ be a family of sets having property $P(r, k)$. We must show that $|\mathscr{F}| \equiv(r-1)^{k}$. Suppose $D \in \mathscr{F}$. For each $C \subseteq D$, put

$$
\mathscr{F}_{C}=\{W-C: W \in \mathscr{F} \quad \text { and } \quad W \cap D=C\} .
$$

We claim that $\mathscr{F}_{c}$ has property $P(r-1, k-|C|)$. Indeed, suppose $W^{\prime}, W_{1}^{\prime}, W_{2}^{\prime}, \ldots$ $\ldots, W_{r-1}^{\prime} \in \mathscr{F} c$ and $U^{\prime} \subseteq W^{\prime}$ satisfy $W_{i}^{\prime} \cap W_{j}^{\prime} \subseteq U^{\prime}$ for all $1 \leqq i<i=r-1$. Let $W=W^{\prime} \cup C$ and $U=\bar{U}^{\prime} \cup C \subseteq W$. Define $W_{i}=W_{i}^{\prime} \cup C$ (for $1 \leqq i \leqq r-1$ ) and $W_{r}=D$. This system satisfies $W_{i} \cap W_{j} \subseteq U$ for all $1 \leqq i<j \leqq r$, contradicting the fact that $\mathscr{F}$ has property $P(r, k)$. Thus $\mathscr{\mathscr { F }}_{C}$ has property $P(r-1, k-|C|)$. The induction hypothesis says that $\left|\mathscr{F}_{c}\right| \equiv(r-2)^{k-|C|}$, hence

$$
\begin{aligned}
|\mathscr{Y}| & =\sum_{C \subseteq D}\left|\mathscr{F}_{C}\right| \equiv \sum_{C \leqq D}(r-2)^{k-|C|} \\
& =\sum_{i=1}^{|D|}\binom{|D|}{i}(r-2)^{k-i} \equiv \sum_{i=0}^{k}\binom{k}{i}(r-2)^{k-i} \\
& =(r-1)^{k} .
\end{aligned}
$$

This completes the proof.
Corollary 3.3. Let $A$ be a closed set. Then for all $k \leqq l$ there are at most $(r-1)^{k}$ minimal elements (with respect to containment) of $A$ of cardinality at most $k$.

Proof. Let $\mathscr{F}$ be the family of minimal elements of $A$ of cardinality at most $k$. Clearly $\mathscr{F}$ has property $P(r, k)$. Indeed if $W, W_{1}, W_{2}, \ldots, W_{r} \in \mathscr{T r}$ and $U C W$ satisfy $W_{i} \cap W_{j} \subseteq U$ for all $1 \leq i<j \leqq r$, then $W_{1}, W_{2}, \ldots, W_{r} \vdash U$. Thus $U \in A$ since $A$ is closed. But $U \in A$ contradicts the minimality of $W$, so $\mathscr{F}$ must have property $P(r, k)$. The result now follows from Lemma 3.2. (The construction given in the proof of Lemma 3.2 can be used to show that Corollary 3.3 is best possible.)

We now show that for every collection of sets $C$, the closure $C^{*}$ can be constructed from $C$ using a reasonably small number of operations. For a collection $C$, put $C^{\prime}=\{W \notin C: C \vdash W\}$. Notice that $C^{\prime}=\emptyset$ iff $C=C^{*}$, but that in general $C^{\prime}$
need not equal $C^{*}-C$. Consider the following algorithm for going from $C$ to $C^{*}$ :

```
algorithm Closure ( \(C\) )
    \(C_{0} \leftarrow C\)
    \(i \leftarrow 0\)
    while \(C_{i}\) not closed do
        \(W_{i+1}\) any minimal element of \(C_{i}^{\prime}\)
        \(C_{i+1}-C_{i} \cup\left\{W: W_{i+1} \subseteq W\right.\) and \(\left.|W| \leqq l\right\}\)
        \(i \leftarrow i+1\)
    end while
    output \(C_{i}\)
end algorithm
```

Clearly, since everything is finite, the above closure algorithm must terminate and produce $C^{*}$. In fact, for the lattice of subsection 3.1 , since each $W_{i}$ is distinct, the number of iterations is bounded by $|\mathscr{F}(l)|=\sum_{k=0}^{1}\binom{m}{k} \leqq m^{l}$. Below we give a more complicated argument (Lemma 3.5) which improves this bound. Although the weaker bound is sufficient for all our purposes, the stronger bound may be useful sometimes.

A family of $t$ sets $W_{1}, W_{2}, \ldots, W_{t}$ is called a sunflower with center $W$ and $t$ petals $W_{1}, W_{2}, \ldots, W_{t}$ if $W_{i} \cap W_{j}=W$ for all $1 \leqq i<j \leqq t$. The following result was proved by Erdós and Rado.
Lemma 3.4. ([6]). Let $\mathscr{F}$ be a family of sets, each of cardinality at most $l$. If $|\mathscr{F}|>$ $>l!(t-1)^{l}$, then $\mathscr{F}$ contains a sunflower with $t$ petals.

Using the Erdős-Rado result, it is not too difficult to show that for every collection $C$, the closure algorithm terminates after at most $l!(r+1)^{t}$ iterations, since the system $\left\{W_{1}, W_{2}, \ldots, W_{p}\right\}$ defined in the algorithm cannot contain a sunflower with $r+2$ petals. We can in fact improve this bound using similar arguments to those used in the proof of Lemma 3.2.

Lemma 3.5. For every collection $C$, the closure algorithm terminates after at most $2 r^{2}$ iterations.
Proof. Let $S=\left(W_{1}, W_{2}, \ldots, W_{p}\right)$ be a sequence of distinct sets. We say that $S$ has property $T(r, l)$ if
(i) every set $W_{i}$ has cardinality at most $l$, and
(ii) there are no $i_{1} \leqq i_{2} \leqq \ldots \leqq i_{r}<i_{r+1}$ and $U \subseteq W_{i_{r+1}}$ such that $W_{i_{j}} \cap W_{i_{k}} \subseteq$ $\sqsubseteq U$ for all $1 \leqq j<k \leqq r$ (i.e., $W_{i_{1}}, W_{i_{i}}, \ldots, W_{i_{r}} \vdash U$ ).

Notice that if $S=\left(W_{1}, W_{2}, \ldots, W_{p}\right)$ is the sequence of $W_{i}$ 's produced by our algorithm for obtaining $C^{*}$ from $C$, then $S$ has property $T(r, l)$, since otherwise we get a contradiction to the minimality of $W_{i_{r+1}}$ when it was added. Therefore, to prove Lemma 3.5, it suffices to prove:
Clain: Suppose $r \geqq 1$ and $l \geqq 0$. If $S=\left(W_{1}, W_{2}, \ldots, W_{p}\right)$ has property $T(r, l)$, then $p \leqq 2 r^{l}$.
Proof of Claim. By induction on $r$. Consider first the case $r=1$. Suppose that $S$ has property $T(1, l)$ and $p=2$. Notice that $W_{1} \mid-\theta$, since $r=1$ makes $\vdash$ trivial.

Since the $W_{i}$ are distinct, either $W_{2}$ or $W_{3}$ is nonempty. But if $W_{2} \neq \emptyset_{\text {, }}$ then $W_{1} \vdash \emptyset \subset$ $C_{玉} W_{2}$, contradicting the assumption that $S$ has property $T(1, l)$. Similarly $W_{3} \neq \emptyset$ contradicts $S$ having property $T(1, l)$. This proves the claim for $r=1$.

Assuming the result for $r-1$, we prove it for $r$. Suppose $S=\left(W_{1}, W_{2}, \ldots, W_{p}\right)$ has property $T(r, l)$. Put $D=W_{1}$. For each $C \subseteq D$, let $S_{C}$ be the sequence of all sets $W_{i}-C$ such that $W_{i} \cap D=C$, appearing in the same order that the $W_{i}$ appear in $S$. As in the proof of Lemma 3.2, it is easy to check that $S_{\mathcal{C}}$ has property $T(r-1, l-|C|)$. By the induction hypothesis $\left|S_{C}\right| \leqq 2(r-1)^{l-|C|}$, and thus

$$
|S|=\sum_{C \cong D}\left|S_{C}\right| \leqq 2 \sum_{i=0}^{|D|}\binom{|D|}{i}(r-1)^{l-i} \equiv 2 r^{l} .
$$

This completes the proof.
We conclude this subsection with two probabilistic lemmas. Recall from Section 3.1 that $V=\{1,2, \ldots, m\}$. By a random $g$-coloring $O$ of $V$, we mean a random choice of one of the $g^{m}$ possible colorings of $V$ using the colors $\{1,2, \ldots, g\}$, where each such choice is equally likely. We say that $W \subseteq V$ is properly colored (PC for short) by $O$ if each vertex of $W$ has a different color.

Lemma 3.6. Suppose that $A \subsetneq \mathscr{V}(l)$ and $A \vdash W$. Let $O$ be a random $g$-coloring of $V$. Then
$\operatorname{Pr}[W$ is $P C$ by $O$ and no set in $A$ is $P C$ by $O] \equiv\left(1-\frac{g(g-1)}{\ldots(g-l+1)}{g^{l}}^{r}\right.$.
Proof. $A \vdash W$ means that there are $W_{1}, W_{2}, \ldots, W_{r} \in A$ such that $W_{1}, W_{2}, \ldots, W_{r} \vdash$ $\vdash W$. We have
$\operatorname{Pr}[W$ is $P C$ and no set in $A$ is $P C]$ ]

$$
\begin{aligned}
& \equiv \operatorname{Pr}\left[W \text { is } P C \text { and } W_{1}, W_{2}, \ldots, W_{r} \text { are not } P C\right] \\
& \equiv \operatorname{Pr}\left[W_{1}, W_{2}, \ldots, W_{r} \text { are not } P C \mid W \text { is } P C\right] \\
& =\prod_{i=1}^{r} \operatorname{Pr}\left[W_{i} \text { is not } P C \mid W \text { is } P C\right],
\end{aligned}
$$

where the last equality holds since, by the definition of the implication $W_{1}, W_{2}, \ldots$ $\ldots, W_{r} \vdash W$, the events $\left\{W_{i}\right.$ is not $P C \mid W$ is $\left.P C\right\}$ are mutually independent. Let $p_{i}=\left|W_{i} \cap W\right|$ and $q_{i}=\left|W_{i}-W\right|$. Clearly $p_{i}+q_{i}=|W| \leqq l$, so

$$
\operatorname{Pr}\left[W_{i} \text { is not } P C \mid W \text { is } P C\right]=1-\operatorname{Pr}\left[W_{i} \text { is } P C \mid W \text { is } P C\right]
$$

$$
\begin{aligned}
& =1-\frac{\left(g-p_{i}\right)\left(g-p_{i}-1\right) \ldots\left(g-p_{i}-q_{i}+1\right)}{g^{q_{i}}} \\
& \leqq 1-\frac{\left(g-p_{i}\right)\left(g-p_{i}-1\right) \ldots(g-l+1)}{g^{l-p_{i}}} \\
& \leqq 1-\frac{g(g-1) \ldots(g-l+1)}{g^{l}}
\end{aligned}
$$

This completes the proof.

For a $g$-coloring $O$ of $V$, let $G(O)$ denote the complete $g$-partite graph on $V$ whose edges are all pairs $\{i, j\}$ with $O(i) \neq O(j)$.
Lemma 3.7. Suppose $C \subseteq \mathscr{V}(l)$, and let $O$ be a random $g$-coloring of $V$. Then

$$
\operatorname{Pr}\left[G(O) \in\left[C^{*}\right]-[C]\right] \equiv\left(2 r^{l}\right)\left(1-\frac{g(g-1) \ldots(g-l+1)}{g^{l}}\right)^{r}
$$

Proof. Consider the closure algorithm for obtaining $C^{*}$ from $C$, defined just before Lemma 3.5. By Lemma 3.5, the algorithm must halt after $p \equiv 2 r^{i}$ iterations. Now $G(O) \in\left[C^{*}\right]-\lceil C]$ means that some set in $C^{*}$ is PC by $O$ but no set in $C$ is PC by $O$. This is equivalent to: some $W_{i}$ of the algorithm (for $1 \leqq i \leqq p$ ) is PC but not set in $C$ is PC. This in turn is equivalent to the disjoint union of the $p$ events (for $1 \leqq i \leqq p$ )

$$
E_{i} \equiv W_{i} \text { is PC and no set in } C \cup\left\{W_{1}, W_{2}, \ldots, W_{i-1}\right\} \text { is PC. }
$$

The definition of the algorithm implies that $C \cup\left\{W_{1}, W_{2}, \ldots, W_{i-1}\right\} \vdash W_{i}$, so by Lemma 3.6, we have

$$
\operatorname{Pr}\left[E_{i}\right] \leqq\left(1-\frac{g(g-1) \ldots(g-l+1)}{g^{l}}\right)^{r} .
$$

Hence

$$
\begin{aligned}
\operatorname{Pr}\left[G(O) \in\left[C^{\star}\right]-[C]\right] & =\sum_{i=1}^{p} \operatorname{Pr}\left[E_{i}\right] \\
& \equiv p\left(1-\frac{g(g-1) \ldots(g-l+1)}{g^{l}}\right)^{r}, \\
& \equiv 2 r^{l}\left(1-\frac{g(g-1) \ldots(g-l+1)}{g^{l}}\right)^{r},
\end{aligned}
$$

as required.

### 3.3. The exponential lower bound

Recall that CLIQUE $(m, s)$ is the function of $n=\binom{m}{2}$ Boolean variables, representing the edges of a graph on $V=\{1,2, \ldots, m\}$, whose value is 1 iff $G$ contains an $s$-clique.
Lemma 3.8. Suppose $3 \leqq s \leqq \frac{1}{4}(m / \log m)^{2 / 3}$, and let $l=\lceil\gamma / s\rceil$ and $r=\lceil 4 \sqrt{s} \log m\rceil$. Then the distance from $f=\operatorname{CLIQUE}(m, s)$ to the lattice $K=K(m, r, l)$ satisfies

$$
\varrho(f, K) \geqq \frac{1}{8}\left(\frac{m}{s(r-1)}\right)^{((7+1) / 21} \geqq \frac{1}{8}\left(\frac{m}{4 s^{3 / 2} \log m}\right)^{(r / s+1) / 2} .
$$

Proof. Let $t=\varrho(f, K)$. We must show that

$$
\begin{equation*}
t \geqq \frac{1}{8}\left(\frac{m}{s(r-l)}\right)^{[(l+1) / 2]} \tag{3.1}
\end{equation*}
$$

By the definition of $\varrho(f, K)$, there are $M, M_{1}, N_{1}, \ldots, M_{\imath}, N_{t} \in K$ such that (2.1) and (2.2) both hold. Put $M=\lceil A\rceil$, where $A$ is a closed subset of $\mathscr{F}(l)$. We consider two possible cases.
Case 1. $M$ is not the set of all graphs.
Notice that by (2.2), each $s$-clique must belong to $M \cup \bigcup_{i=1}^{i} \delta_{1,}\left(M_{i}, N_{i}\right)$. To prove (3.1), it is clearly enough to prove the following two claims:
Claim 1. $M$ contains at most one-half of the $\binom{m}{s}$ possible s-cliques.
Claim 2. Each $\delta_{\Pi}\left(M_{i}, N_{i}\right)$ contains at most $4 \cdot(s(r-1) / m)^{[(l+1) / 2]} .\binom{m}{s}$ of the $s$ cliques.

Proof of Claim 1. Notice that since $M$ is not the set of all graphs, each element of $A$ has cardinality at least 2 . Each $s$-clique that belongs to $M$ contains some minimal element of $A$. By Corollary 3.3 , for each $2 \equiv k \leqq l$, the number of minimal elements of cardinality $k$ of $A$ is at most $(r-1)^{k}$. Each such element is contained in precisely $\binom{m-k}{s-k}$ of the $s$-cliques. Thus the total number of $s$-cliques that belong to $M$ is at most

$$
\begin{aligned}
\sum_{k=2}^{1}(r-1)^{k}\binom{m-k}{s-k} & \leqq \sum_{k=2}^{1}(r-1)^{k}\binom{m}{s}\left(\frac{s}{m}\right)^{k} \\
& =\binom{m}{s} \sum_{k=2}^{1}\left(\frac{s(r-1)}{m}\right)^{k} \\
& \leqq\binom{ m}{s} \sum_{k=2}^{1}\left(\frac{1}{2}\right)^{k} \\
& <\frac{1}{2}\binom{m}{s}
\end{aligned}
$$

Proof of Claim 2. Put $M_{i}=\left\lceil A_{i}\right\rceil$ and $N_{i}=\left\lceil B_{i}\right\rceil$, where $A_{i}$ and $B_{i}$ are closed subsets of $\mathscr{V}(l)$. By Lemma 3.1,

$$
\delta_{\sqcap}\left(M_{i}, N_{i}\right)=\left(M_{i} \cap N_{i}\right)-\left(M_{i} \sqcap N_{i}\right)=\left\lceil A_{i}\right\rceil \cap\left[B_{i}\right\rceil-\left\lceil A_{i} \cap B_{i}\right\rceil .
$$

Thus if an $s$-clique on a set $Z$ of vertices belongs to $\delta_{\Pi}\left(M_{i}, N_{i}\right)$, then $Z$ contains a minimal element $X \in A_{i}$ and a minimal element $Y \in B_{i}$, but no element of $A_{i} \cap B_{i}$. If $|X \cup Y| \leqq l$, then, since $A_{i}$ and $B_{i}$ are closed, the set $X \cup Y \subseteq Z$ is an element of $A_{i} \cap B_{i}$, which is impossible. Thus $|X \cup Y|>l$, so either $X$ or $\bar{Y}$ (or both) have cardinality at least $[(l+1) / 2\rceil$. We therefore conclude that each $s$-clique belonging to $\delta_{\Pi 1}\left(M_{i}, N_{i}\right)$ contains a minimal element of cardinality $k \geqq\lceil(l+1) / 2\rceil$ of either $A_{i}$ or $B_{i}$ (or both). By Corollary 3.3, the number of such elements is at most $2(r-1)^{k}$, each of which is contained in $\binom{m-k}{s-k}$ of the $s$-cliques. Hence the total number of
$s$-cliques that belong to $\delta_{\Pi}\left(M_{i}, N_{i}\right)$ is at most

$$
\begin{aligned}
\sum_{k=[(l+1) / 2]}^{l} 2(r-1)^{k}\binom{m-k}{s-k} & \leqq 2\binom{m}{s} \sum_{k=[(l+1) / 2]}^{l}\left(\frac{s(r-1)}{m}\right)^{k} \\
& <2\binom{m}{s}\left(\frac{s(r-1)}{m}\right)^{[(l+1) / 2]} \sum_{i=0}^{\infty}\left(\frac{1}{2}\right)^{i} \\
& =4\left(\frac{s(r-1)}{m}\right)^{[(l+1) / 2]}\binom{m}{s}
\end{aligned}
$$

This completes the proof of Claim 2, and thus the proof of Case 1.
Case 2. $M$ is the set of all graphs.
In this case, by (2.1), every ( $s-1$ )-partite graph on $V$ belongs to $\bigcup_{i=1}^{t} \delta_{0}\left(M_{i}\right.$, $N_{i}$ ), since these graphs do not contain any $s$-cliques. Put $M_{i}=\left\lceil A_{i}\right\rceil$ and $N_{i}=\left\lceil B_{i}\right]$, where $A_{i}$ and $B_{i}$ are closed subsets of $\mathscr{V}(l)$. By Lemma 3.1,

$$
\begin{aligned}
\delta_{\sqcup}\left(M_{i}, N_{i}\right) & =\left(M_{i} \sqcup N_{i}\right)-\left(M_{i} \cup N_{i}\right)=\left\lceil\left(A_{i} \cup B_{i}\right)^{*}\right]-\left(\left\lceil A_{i}\right] \cup\left\lceil B_{i}\right\rceil\right) \\
& =\left[\left(A_{i} \cup B_{i}\right)^{*}\right]-\left\lceil A_{i} \cup B_{i}\right]=\left[C_{i}^{*}\right\rceil-\left\lceil C_{i}\right],
\end{aligned}
$$

where $C_{i}=A_{i} \cup B_{i}$ for $1 \leqq i \leqq t$. Suppose that $t$ violates (3.1), i.e., suppose

$$
t<\frac{1}{8}\left(\frac{m}{s(r-1)}\right)^{[(l+1) / 2]}<m^{[\gamma s]} .
$$

Let $O$ be a random ( $s-1$ )-coloring of $V$. Then $G(O)$ (defined just before Lemma 3.7) is a complete ( $s-1$ )-partite graph. By Lemma 3.7, for each fixed $i$ such that $1 \leqq i \leqq t$, we have

$$
\begin{aligned}
\operatorname{Pr}\left[G(O) \in\left[C_{i}^{*}\right]-\left[C_{i}\right]\right] & \leqq\left(2 r^{l}\right)\left(1-\frac{(s-1)(s-2) \ldots(s-\lceil\sqrt{s}\rceil}{(s-1)^{[\gamma / s\rceil}}\right)^{r} \\
& \leqq m^{\lceil\sqrt{s}]}\left(\frac{2}{3}\right)^{[4 \sqrt{s} \log m]} \\
& \leqq m^{[\sqrt{s}]} m^{-2[\sqrt{s}]} \\
& =m^{-[\sqrt{s}]} .
\end{aligned}
$$

Thus

$$
\operatorname{Pr}\left[G(O) \in \bigcup_{i=1}^{t}\left(\left[C_{i}^{*}\right]-\left[C_{i}\right)\right] \leqq t m^{-\mid / s]}<1,\right.
$$

so there is some $G(O)$ that does not belong to $\bigcup_{i=1}^{t}\left(\left[C_{i}^{*}\right]-\left[C_{i}\right]\right)=\bigcup_{i=1}^{t} \delta_{\sqcup}\left(M_{i}, N_{i}\right)$. But this is a contradiction, since each (s-1)-partite graph must belong to $\bigcup_{i=1}^{t} \delta_{\cup}\left(M_{i}\right.$; $N_{i}$ ). Hence (3.1) holds, and the assertion of the lemma follows.

Combining Theorem 2.1 with Lemma 3.8, we get the following theorem. Theorem 3.9. If $3 \leqq s \leqq \frac{1}{4}(m / \log m)^{2 / 3}$, then

$$
L^{+}(\operatorname{CLIQUE}(m, s)) \equiv \frac{1}{8}\left(\frac{m}{4 s^{3 / 2} \log m}\right)^{\left(\gamma^{-}+1\right) / 2} \equiv \frac{1}{8} 2^{(\gamma s+1) / 2} .
$$

In particular, for $s=\left[\frac{1}{4}(m / \log m)^{2 / 3}\right]$ the monotone circuit complexity of CLIQUE $(m, s)$ is $\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)$.

### 3.4. Approximating the maximum clique size

Theorem 3.9 says that a monotone circuit must be large to distinguish between graphs with maximum clique size less than $s$ and graphs with maximum clique size at least $s$. In this section we show that, for $s_{1} \leqq s_{2}$, a monotone circuit must be large to distinguish between graphs with maximum clique size less than $s_{1}$ and graphs with maximum clique size at least $s_{2}$, even for some $s_{2} \gg s_{1}$.

For $1 \equiv s_{1} \doteq s_{2} \leqq m$, let $F\left(m, s_{1}, s_{2}\right)$ denote the set of all monotone functions $f$ of $\binom{m}{2}$ Boolean variables representing the edges of a graph $G$ on $V=\{1,2, \ldots, m\}$, such that the value of $f$ is 0 if $G$ contains no clique of size $s_{1}$, is 1 if $G$ contains a clique of size $s_{2}$, and is arbitrary otherwise. Notice that $F(m, s, s)=\{\operatorname{CLIQUE}(m, s)\}$, but that for $s_{1}<s_{2}$ we have $\left|F\left(m, s_{1}, s_{2}\right)\right|>1$.

Lemma 3.10. Suppose $f \in F\left(m, s_{1}, s_{2}\right)$, where $3 \equiv s_{1} \equiv s_{2}$ and $\sqrt{s_{1}} s_{2} \leqq m /(8 \log m)$. Let $l=\left\lceil\sqrt{s_{1}}\right\rceil$ and $r=\left\lceil 4 \sqrt{s_{1}} \log m\right\rceil$. Then the distance from $f$ to the lattice $K=K(m, r, l)$ satisfies

$$
\varrho(f, K) \geqq \frac{1}{8}\left(\frac{m}{s_{2}(r-1)}\right)^{[(t+1) / 2]} \geqq \frac{1}{8}\left(\frac{m}{4 \sqrt{s_{1} s_{2} \log m}}\right)^{\left(\sqrt{\left.s_{1}+1\right) / 2}\right.} .
$$

Proof. The proof is very similar to that of Lemma 3.8. Let $t=\varrho(f, K)$. We must show that

$$
\begin{equation*}
t \geqq \frac{1}{8}\left(\frac{m}{s_{2}(r-1)}\right)^{[(l+1) / 2]} \tag{3.2}
\end{equation*}
$$

By definition of $\varrho(f, K)$, there are $M, M_{i}$, and $N_{i} \in K$ (for $1 \leqq i \leqq t$ ) for which conditions (2.1) and (2.2) hold. Put $M=\lceil A\rceil$, and for $1 \leqq i \leqq t$ put $M_{i}=\left\lceil A_{i}\right\rceil$ and $N_{i}=\left\lceil B_{i}\right\rceil$, where $A, A_{i}$, and $B_{i}$ are closed subsets of $\mathscr{V}(l)$. We consider two possible cases.

Case 1. $M$ is not the set of all graphs.
By (2.2), each $s_{2}$-clique belongs to $M \cup \bigcup_{i=1}^{i} \delta_{\square}\left(M_{i}, N_{i}\right)$, so (3.2) will follow from the following two claims:
Claim 1. $M$ contains at most one-half of the $\binom{m}{s_{2}}$ possible $s_{2}$-cliques.

Claim 2. Each $\delta_{\cap}\left(M_{i}, N_{i}\right)$ contains at most $4 \cdot\left(s_{2}(r-1) / m\right)^{[(l+1) / 21} .\binom{m}{s_{2}}$ of the possible $s_{2}$-cliques.

The proofs of these two claims are analogous to those given in the proof of Lemma 3.8. This completes the proof of Case 1.
Case 2. $M$ is the set of all graphs.
In this case, by (2.1), every complete ( $s_{1}-1$ )-partite graph on $V$ belongs to the set $\bigcup_{i=1}^{t} \delta_{\Delta i}\left(M_{i}, N_{i}\right)$. The proof that $t$ satisfies (3.2) for this case is identical to the one given in the proof of Lemma 3.8.

Lemma 3.10 and Theorem 2.1 imply the following.
Theorem 3.11. If $f \in F\left(m, s_{1}, s_{2}\right)$, where $3 \leqq s_{1} \leqq s_{2}$ and $\sqrt{s_{1}} s_{2} \leqq m /(8 \log m)$, then

$$
L^{+}(f) \geqq \frac{1}{8}\left(\frac{m}{4 \sqrt{s_{1} s_{2}} \log m}\right)^{\left(\sqrt{s_{1}}+1\right) / 2} \geqq \frac{1}{8} 2^{\left(\sqrt{s_{1}}+1\right) / 2}
$$

We specify a special case of the last theorem separately.
Corollary 3.12. Let $f$ be a monotone function of $\binom{m}{2}$ Boolean variables representing the edges of a graph $G$ on $V=\{1,2, \ldots, m\}$, and suppose the value of $f$ is 0 if $G$ contains no clique of size $\left\lfloor(\log m)^{4}\right\rfloor$, is 1 if $G$ contains a clique of size $\left[m /\left(8(\log m)^{3}\right)\right]$, and is arbitrary otherwise. Then the monotone circuit complexity of $f$ is $m^{\Omega(\log m)}$.

### 3.5. Small cliques

For fixed $s \geqq 3$, as $m \rightarrow \infty$, Theorem 3.9 can be improved using the lattice $K(m, r, l)$ with $l=s-1$ and $r=c s e^{s} \log m$ (for some constant $c>0$ ). This (with $c=2$ ) is precisely the lattice used by Razborov in [12] to show that for fixed $s$

$$
\begin{equation*}
L^{+}(\operatorname{CLIQUE}(m, s))=\Omega\left(\frac{m^{s}}{(\log m)^{2 s}}\right) \tag{3.3}
\end{equation*}
$$

Notice that $L^{+}(\operatorname{CLIQUE}(m, s))=O(m s)$, and thus (3.3) is not far from best possible. In this section we improve (3.3) by replacing $(\log m)^{2 s}$ by $(\log m)^{s}$. In fact, we show that, for fixed $s \geqq 3$, every monotone circuit computing CLIQUE $(m, s)$ contains $\Omega\left(m^{s} /(\log m)^{s}\right)$ AND gates.
Lemma 3.13. Define $l=s-1$, and let $M$ and $N$ be two elements of the lattice $K=$. $=K(m, r, l)$. Then the number of $s$-cliques contained in $\delta_{\square}(M, N)$ is at most $2^{s} \cdot(r-1)^{s}$.

Proof. Suppose $M=\lceil A\rceil$ and $N=\lceil B\rceil$, where $A$ and $B$ are closed subsets of $\mathscr{V}(l)$. By Lemma 3.1, we have

$$
\delta_{\sqcap}(M, N)=(M \cap N)-(M \sqcap N)=\lceil A\rceil \cap\lceil B\rceil-[A \cap B] .
$$

If an $s$-clique on a set of vertices $Z$ belongs to $\delta_{\square}(M, N)$, then $Z$ must contain a minimal element $X \in A$ and a minimal element $Y \in B$, but no element of $A \cap B$. Hence $|X \cup Y|=s$, for if $|X \cup Y| \leqq s-1$, then $X \cup Y \subseteq Z$ would be an element of $A \cap B$, which is impossible. Therefore the number of $s$-cliques in $\delta_{\cap}(M, N)$ is at most the number of pairs $(X, Y)$, where $X$ is a minimal element of $A$ and $Y$ is a minimal element of $B$ such that $|X \cup Y|=s$. Given a minimal element $X$ of $A$, define $\mathscr{F}_{X}=$ $=\{Y: Y$ is a minimal element of $B$ and $|X \cup Y|=s\}$. For $C \subseteq X$, put $\mathscr{F}_{X, C}=$ $=\left\{Y-C: Y \in \mathscr{F}_{X}\right.$ and $\left.X \cap Y=C\right\}$. One can easily check that $\mathscr{F}_{X, C}$ has property $P(r, s-|X|)$, defined in the first paragraph of subsection 3.2. Indeed, if $W, W_{1}, W_{2}, \ldots$ $\ldots, W_{r} \in \mathscr{F}_{x, C}$ and $U \subseteq W$ satisfy $W_{i} \cap W_{j} \subseteq U$ for all $1 \leqq i<j \leqq r$, then $W_{1} \cup C$, $W_{2} \cup C, \ldots, W_{r} \cup C \vdash U \cup C$. But this implies that $U \cup C \in B$, contradicting the minimality of $W \cup C \in B$. Hence, Lemma 3.2 says that $\left|\mathscr{F}_{X, C}\right| \leqq(r-1)^{s-|X|}$, and thus $\left|\mathscr{F}_{X}\right| \leqq 2^{|X|} \cdot(r-1)^{s-|x|}$. By Corollary 3.3, the number of minimal elements $X$ of $A$ of cardinality $k$ is at most $(r-1)^{k}$. Thus the total number of pairs $(X, Y)$ of the required type is at most

$$
\begin{aligned}
\sum_{k=1}^{s-1}(r-1)^{k}\left(2^{k}(r-1)^{s-k}\right) & =(r-1)^{s} \sum_{k=1}^{s-1} 2^{k} \\
& <2^{s}(r-1)^{s}
\end{aligned}
$$

and the proof is complete.
Lemma 3.14. If $3 \equiv s \leqq \frac{1}{4} \log m$, then every monotone circuit that computes the function CLIQUE $(m, s)$ contains either at least $m^{s} /\left(8 s^{2} e^{s} \log m\right)^{s}$ AND gates or at least $m^{35}$ OR gates.

Proof. Let $t_{1}$ and $t_{2}$ denote the number of AND gates and OR gates, respectively, in a monotone circuit that computes $f=\operatorname{CLIQUE}(m, s)$. Set $K=K(m, r, l)$, where $l=s-1$ and $r=\left\lfloor 4 s e^{s} \log m\right\rfloor$. By the proof of Theorem 2.1, there are $M, M_{1}, N_{1}, \ldots$ $\ldots, M_{t_{1}+t_{2}}, N_{t_{1}+t_{2}} \in K$ such that

$$
\begin{equation*}
A(f) \subseteq M \cup \bigcup_{i=1}^{t_{1}} \delta_{\square}\left(M_{i}, N_{i}\right) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
M \subseteq A(f) \cup \bigcup_{i=t_{1}+1}^{t_{1}+t_{3}} \delta_{\sqcup}\left(M_{i}, N_{i}\right) . \tag{3.5}
\end{equation*}
$$

Consider two possible cases.
Case 1. $M$ is not the set of all graphs.
In this case one can easily check, as in the proof of Lemma 3.8 , that $M$ contains at most one-half of the possible $s$-cliques. Hence, by (3.4) and Lemma 3.13, we have

$$
t_{1} \geqq \frac{1}{2}\binom{m}{s} /\left(2^{s}(r-1)^{s}\right) \geqq \frac{m^{s}}{s^{s}(2 r)^{s}} \geqq \frac{m^{s}}{\left(8 s^{2} e^{s} \log m\right)^{s}}
$$

and Case 1 is settled.
Case 2. $M$ is the set of all graphs.

In this case, by (3.5), every ( $s-1$ )-partite graph on $V$ belongs to $\int_{i=t_{1}+1}^{t_{1}+t_{2}} \delta_{0}\left(M_{i}\right.$, $N_{i}$ ). Put $M_{i}=\left[A_{i}\right]$ and $N_{i}=\left[B_{i}\right]$, and let $C_{i}=A_{i} \cup B_{i}$ for $t_{1}+1 \stackrel{i}{\leftrightarrows} i \leqq t_{1}+t_{2}$. Then, as in the proof of Theorem 3.8, we have $\delta_{\mathrm{L}}\left(M_{i}, N_{i}\right)=\left\lceil C_{i}^{*}\right]-\left\lceil C_{i}\right\rceil$. Let $O$ be a random ( $s-1$ )-coloring of $V$. By Lemma 3.7, for each fixed $i$ satisfying $t_{1}+1 \leqq$ $\leqq i \leqq t_{1}+t_{2}$, we have

$$
\begin{aligned}
\operatorname{Pr}\left[G(O) \in\left[C_{i}^{*}\right\rceil-\left[C_{i}\right]\right] & \leqq\left(2 r^{l}\right)\left(1-\frac{(s-1)!}{(s-1)^{s-1}}\right)^{r} \\
& \leqq m^{s}\left(1-e^{-s}\right)^{r} \leqq m^{-3 s}
\end{aligned}
$$

If $t_{2}<m^{3 s}$, then $\operatorname{Pr}\left[G(O) \in \bigcup_{i=t_{1}+1}^{t_{1}+t_{2}}\left(\left[C_{i}^{*}\right]-\left[C_{i}\right]\right)\right] \leqq t_{2} m^{-3 s}<1$, so some $G(O)$ does not belong to $\bigcup_{i=t_{2}+1}^{t_{1}+t_{2}} \delta_{\square}\left(M_{i}, N_{i}\right)$. But this is impossible, since $G(O)$ is an $(s-1)$ partite graph. Thus $t_{2}$, the number of OR gates in the circuit, is at least $m^{3 s}$, completing the proof of the lemma.

The next simple lemma is interesting in its own right, showing that the number of AND gates and OR gates in a circuit can always be somewhat balanced, without increasing the complexity of the circuit. For example, exponential lower bounds on monotone circuit complexity imply exponential lower bounds on both the number of AND gates and the number of OR gates required.

Lemma 3.15. Let $f$ be a monotone function of $n$ Boolean variables, and suppose there is a monotone circuit computing $f$ that contains $k$ AND gates. Then there is a monotone circuit computing $f$ that contains $k$ AND gates and at most $(k+1)(n-1)+\binom{k+1}{2}$ $O R$ gates (the dual version of the statement holds as well).

Proof. Consider a monotone straight-line program for computing $f$, and let $f_{1}, f_{2}, \ldots$ $\ldots, f_{k}$ be the $k$ outputs of the $k$ AND gates, in the order in which they are computed. We first prove, by induction on $i$, that there is a monotone circuit that computes $f_{1}, f_{2}, \ldots, f_{i}$ containing $i$ AND gates and at most $i(n-1)+\binom{i}{2}$ OR gates. For $i=1$, $f_{1}$ is an AND of two operands, each of which is either a constant or an OR of a subset of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. One can easily check that these two operands can be computed with at most $n-1$ OR gates, so the case $i=1$ is settled. Assuming the result for $i-1$, let us prove it for $i$. The functions $f_{1}, f_{2}, \ldots, f_{i-1}$ can be computed, by the induction hypothesis, using $i-1$ AND gates and at most $(i-1)(n-1)+\binom{i-1}{2}$ OR gates. The function $f_{i}$ is an AND of two operands, each of which is either a constant or an OR of a subset of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \cup\left\{f_{1}, f_{2}, \ldots, f_{i-1}\right\}$. These two operands can be computed with at most $n+i-2$ OR gates, and since $(i-1)(n-1)+\binom{i-1}{2}$ $+n+i-2=i \cdot(n-1)+\binom{i}{2}$, the induction step is completed.

Therefore $f_{1}, f_{2}, \ldots, f_{k}$ can be computed with a monotone circuit containing $k$ AND gates and at most $k(n-1)+\binom{k}{2}$ OR gates. The function $f$ itself is either a constant or an OR of a subset of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \cup\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}$ which can be computed with at most $n+k-1$ additional OR gates. The desired result follows.

A quadratic function is a function fon $n \geqq 2$ variables of the form

$$
f(x)=\underset{1 \leqq i<j \leqq n}{\bigvee}\left(a_{i j} \wedge x_{i} \wedge x_{j}\right)
$$

where the $a_{i j}$ are either 0 or 1 . Bloniarz [3] shows that most quadratic functions $f$ satisfy $L^{+}(f)=\Omega\left(n^{2} / \log n\right)$. Bloniarz also observes that all quadratic functions have monotone circuits with only $n-1$ AND gates. Thus this example shows that Lemma 3.15 is tight up to a logarithmic factor.

The next theorem provides almost optimal lower bounds on the number of AND gates for CLIQUE $(m, s)$, when $s$ is fixed.
Theorem 3.16. If $3 \equiv s \leqq \frac{1}{4} \log m$, then eiery monotone circuit that computes the function CLIQUE $(m, s)$ contains at least $m^{5} /\left(8 s^{2} e^{s} \log m\right)^{s}$ AND gates. In particular, for each fixed $s \geqq 3$, the number of AND gates in any monotone circuit that computes CLIQUE $(m, s)$ is $\Omega\left(m^{s} /(\log m)^{s}\right)$.
Proof. Suppose this is false, i.e., suppose there is a monotone circuit computing the function CLIQUE $(m, s)$ that contains $k<m^{8} /\left(8 s^{2} e^{s} \log m\right)^{s}$ AND gates. Then by Lemma 3.15, there is also a monotone circuit computing CLIQUE $(m, s)$ that contains $k$ AND gates and at most $(k+1) \cdot\left(\binom{m}{2}-1\right)+\binom{k+1}{2}<m^{3 s}$ OR gates. This contradicts Lemma 3.14, so our assumption was false and the theorem is proved.

It is worth noting that, as is well known ([5], [9]), the nommonotone circuit complexity of CLIQUE $(m, s)$ is $O\left(M\left(\binom{m}{[s / 3]}\right)\right)=O\left(m^{2.5[s / 31}\right)$, where $M(t)$ is the nonmonotone circuit complexity of Boolean matrix multiplication. Since it is easy to check whether or not a graph $G$ contains a triangle by squaring its adjacency matrix, the last theorem implies that any monotone circuit that computes the Boolean square of an $m$ by $m$ matrix contains $\Omega\left(m^{3} /(\log m)^{3}\right)$ AND gates. Better results about the monotone complexity of matrix multiplication appear in [8], [10], and [11].

## 4. A better lower bound for an NP problem

In this section we consider a problem in NP for which we obtain our largest lower bound. Andreev [2] had previously given weaker bounds for this problem.

Let $\mathrm{GF}(q)$ denote the finite field with $q$ elements, where $q$ is a prime power. Let $G=(U, V, E)$ be a bipartite graph with $U=\mathrm{GF}(q)$ and $V=\mathrm{GF}(q)$. Define $\operatorname{POLY}(q, s)$ to be the function of $n=q^{2}$ Boolean variables representing the edges of $G$, whose value is 1 iff there is a polynomial $p$ over $\operatorname{GF}(q)$ of degree at most $s-1$ such that $\forall i \in U[(i, p(i)) \in E]$. The family of functions $\{\operatorname{POLY}(q, s)\}$ is clearly in NP. Andreev [2] showed that for $s \leqq(1 / 2) n^{1 / 8} / \sqrt{\ln n}-1$, the monotone complexity
of $\operatorname{POLY}(q, s)$ satisfies

$$
L^{+}(\operatorname{POLY}(q, s)) \geqq\left(\frac{n^{1 / 2}}{4(s-1)^{4}(\ln n)^{2}}\right)^{s},
$$

so that for $s=(1 / 2) n^{1 / 8} / \sqrt{\ln n}-1$ Andreev obtains

$$
L^{+}(\operatorname{POLY}(q, s))=\exp \left(\Omega\left(n^{1 / 8} / \sqrt{\ln n}\right)\right)
$$

In this section we show that for $s \leqq(1 / 2) \sqrt{q / \ln q}$,

$$
L^{+}(\operatorname{POLY}(q, s))=q^{\Omega(s)}
$$

so that for $s=(1 / 2) \sqrt{q / \ln q}$ we have

$$
L^{+}(\operatorname{POLY}(q, s))=\exp (\Omega(\sqrt{q \ln q}))=\exp \left(\Omega\left(n^{1 / 4} / \overline{\ln n}\right)\right)
$$

For fixed $s$ we can show that every monotone circuit computing $\operatorname{POLY}(q, s)$ has $\Omega\left(q^{s}\right)$ AND gates.

Although Andreev's results were proved without using the lattice framework, we get better results by defining an appropriate lattice following Razborov's method. Our treatment here is analogous to the one given in Section 3.

### 4.1. The polynomial lattice

Recall that $U=\mathrm{GF}(q)$ and $V=\mathrm{GF}(q)$. Let $l \cong 1$ and $r$ be parameters to be chosen later. We use the same definition of closed sets as that of section 3.1 (except for the technicality mentioned there). Given a collection $A$ of subsets of $U \times V$, define $[A]$ by $[A]=\{G=(U, V, E): E$ contains some $F \in A\}$. Let $\mathscr{E}(l)=$ $=\{F \leqq U \times V:|F| \leqq l\}$. Define the lattice $K(q, r, l)$ by $K(q, r, l)=\{[A]: A$ is a closed subset of $\mathscr{E}(l)\}$. The following claim is straightforward to verify.
Lemma 4.1. $K(q, r, l)$ is a legitimate lattice with lattice operations $\square$ and $\square$ given by $[A] \sqcup[B]=\left\lceil(A \cup B)^{*}\right\rceil$ and $\lceil A\rceil \sqcap[B]=\lceil A \cap B]$.

### 4.2. Combinatorial Iemmas

We will use the following combinatorial lemmas to prove our lower bounds for the function $\operatorname{POLY}(q, s)$.
Lemma 4.2. Let $G=(U, V, E)$ be a random bipartite graph, in which each edge appears independently with probability $1-\varepsilon$. Suppose $A \subseteq \mathscr{E}(l)$ and $A \vdash F$. Then
$\operatorname{Pr}[F$ is contained in $E$ and no set in $A$ is contained in $E] \leqq\left(1-(1-\varepsilon)^{l}\right)^{r} \leqq(\varepsilon I)^{r}$.
Proof. $A \vdash F$ means that there are $F_{1}, F_{2}, \ldots, F_{r} \in A$ satisfying $F_{1}, F_{2}, \ldots, F_{r} \vdash F$. Hence
$\operatorname{Pr}[F$ is contained in $E$ and no set in $A$ is contained in $E] \leqq \operatorname{Pr}\left[\forall i F_{i} \Phi E \mid F \subseteq E\right]$

$$
=\prod_{i=1}^{r} \operatorname{Pr}\left[F_{i} \Phi E \mid F \sqsubseteq E\right]
$$

where the last equality holds since, by the definition of $\vdash$, the events $\left\{F_{i} \subseteq E \mid F \subseteq E\right\}$ are independent. But

$$
\operatorname{Pr}\left[F_{i} \mathscr{F} E \mid F \subseteq E\right]=1-(1-\varepsilon)^{\left|F_{i}-F\right|} \leqq 1-(1-\varepsilon)^{l},
$$

and we are done.
Lemma 4.3. Let $G$ be as in Lemma 4.1, and suppose $C \subseteq \mathscr{E}(l)$. Then

$$
\operatorname{Pr}\left[G \in\left[C^{*}\right]-[C \mid] \leqq 2 r^{l}\left(1-(1-\varepsilon)^{l}\right)^{r} \leqq 2 r^{l}(\varepsilon l)^{r} .\right.
$$

Proof. Consider the closure algorithm for going from $C$ to $C^{*}$. By Lemma 3.5, the algorithm terminates in at most $2 r^{l}$ iterations. The proof of Lemma 3.7, using Lemma 4.2 in place of Lemma 3.6, gives the required bound.

### 4.3. Lower bounds for the polynomial problem

In this subsection, we give our lower bounds for $\operatorname{POLY}(q, s)$, the function defined in the beginning of this section. Recall the lattice $K(q, r, l)$ defined in subsection 4.1.

Theorem 4.4. Let $K=K(q, r, l)$, where $l=s$ and $r \leqq q / 3+1$. Set $f=\operatorname{POLY}(q, s)$. Then

$$
\varrho(f, K) \geqq \min \left(\frac{1}{6}\left(\frac{q}{r-1}\right)^{s / 2}, \quad \frac{1}{4 r^{l}}\left(\frac{q}{2 s^{2} \ln q}\right)^{r}\right) .
$$

Proof. Let $t=\varrho(f, K)$. By definition of $\varrho(f, K)$, there are $M, M_{1}, N_{1}, \ldots, M_{t}, N_{t} \in K$ satisfying

$$
\begin{equation*}
A(f) \sqsubseteq M \cup \bigcup_{i=1}^{t} \delta_{\square}\left(M_{i}, N_{i}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
M \subseteq A(f) \cup \bigcup_{i=1}^{t} \delta_{U}\left(M_{i}, N_{i}\right) \tag{4.2}
\end{equation*}
$$

Set $M=\lceil A\rceil, M_{i}=\left\lceil A_{i}\right\rceil$, and $N_{i}=\left\lceil B_{i}\right\rceil$, where $A, A_{i}$, and $B_{i}$ are closed subsets of $\mathscr{E}(l)$. The proof is divided into two cases, depending on $M$.
Case 1. $M$ is not the set of all graphs.
For a polynomial $p$ over $\mathrm{GF}(q)$, the graph corresponding to $p$ is defined to be $\{(i, p(i)): i \in U\}$. Using (4.1), we will show that $t$ must be large using the following two claims.

Claim 1. $M$ contains at most one-half of the $q^{s}$ graphs corresponding to polynomials of degree at most $s-1$.
Claim 2. Each $\delta_{\Pi}\left(M_{i}, N_{i}\right)$ contains at most $3 q^{s-[(l+1) / 2]}(r-1)^{[(l+1) / 21}$ of the graphs corresponding to polynomials of degree at most $s-1$.
Proof of Claim 1. Notice that, since $M$ is not the set of all graphs, every $F \in A$ has cardinality at least 1. By Corollary 3.3, the set $A$ has at most $(r-1)^{k}$ minimal elements
of cardinality $k$. Each of these is contained in either precisely 0 or precisely $q^{s-k}$ graphs corresponding to polynomials of degree at most $s-1$. The total number of such polynomial graphs contained in $M$ is thus at most

$$
\begin{aligned}
\sum_{k=1}^{l}(r-1)^{k} q^{s-k} & =q^{s} \sum_{k=1}^{l}\left(\frac{r-1}{q}\right)^{k} \\
& \leqq q^{s} \sum_{k=1}^{l}\left(\frac{1}{3}\right)^{k} \\
& <\frac{1}{2} q^{s}
\end{aligned}
$$

Proof of Claim 2. This is analogous to the proof of Claim 2 in the proof of Lemma 3.8.

From these two claims we obtain

$$
t \geqq \frac{1}{6}\left(\frac{q}{r-1}\right)^{[(l+1) / 21} \geqq \frac{1}{6}\left(\frac{q}{r-1}\right)^{5 / 2}
$$

as needed.
Case 2. $M$ is the set of all graphs.
Using (4.2), we have

$$
\{\text { all graphs }\} \sqsubseteq A(f) \cup \bigcup_{i=1}^{t} \delta_{\sqcup}\left(M_{i}, N_{i}\right) .
$$

Notice that $\delta_{\mathrm{L}}\left(M_{i}, N_{i}\right)=\left\lceil C_{i}^{*}\right\rceil-\left\lceil C_{i}\right\rceil$, where $C_{i}=A_{i} \cup B_{i}$. Let $G$ be a random bipartite graph, with each edge appearing independently with probability $1-\varepsilon$. It is easy to see that

$$
\operatorname{Pr}[G \in A(f)] \leqq q^{s}(1-\varepsilon)^{q} \leqq q^{s} e^{-\varepsilon q},
$$

so by choosing $\varepsilon=(s \ln q+\ln 2) / q \equiv(2 s \ln q) / q$, this probability is at most $1 / 2$. Now by Lemma 4.3,

$$
\operatorname{Pr}\left[G \in\left[C_{i}^{*}\right]-\left[C_{i}\right]\right] \equiv 2 r^{\prime}(\varepsilon l)^{r} .
$$

Thus we have

$$
1 \equiv \frac{1}{2}+t\left(2 r^{l}(\epsilon l)^{r}\right)
$$

which means that

$$
t \geqq \frac{1}{4 r^{l}}\left(\frac{1}{\varepsilon l}\right)^{r} \geqq \frac{1}{4 r^{l}}\left(\frac{q}{2 s^{2} \ln q}\right)^{r}
$$

Thus Case 2 is finished, and the proof of the theorem is complete.
As an immediate consequence of the last theorem, we obtain the following.
Corollary 4.5. For $s \leqq 1 / 2 \sqrt{q / \ln q}$, we have

$$
L^{+}(\operatorname{POLY}(q, s))=q^{\Omega(s)}
$$

Proof. Take $r=\lceil 4 s \ln q\rceil$, and apply Theorem 4.4 and Theorem 2.1.
For fixed $s$ we can prove the following.
Theorem 4.6. For fixed $s$, every monotone circuit computing $\operatorname{POLY}(q, s)$ must have $\Omega\left(q^{s}\right)$ AND gates.
Proof. Choose $l=s$ and $r=10 s$, and then use the methods of subsection 3.5 (Theorem 3.16). We omit the details.

## 5. Other Boolean functions

The known reductions of the clique function to several other NP-complete functions are actually monotone reductions. Therefore the lower bounds for the monotone circuit complexity of CLIQUE $(m, s)$ supply exponential lower bounds for other Boolean functions. We list below a few simple examples.

Let $f$ and $g$ be two monotone Boolean functions of $m$ and $n$ variables respectively. The function $f$ is a monotone projection of $g$ (see Valiant [17] and Skyum and Valiant [15]) iff there exist $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n} \in\{0,1\} \cup\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$, such that $f=$ $=g\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$. Clearly, if $f$ is a monotone projection of $g$, then $L^{+}(f) \equiv L^{+}(g)$, as a lower bound for $f$ implies a lower bound for $g$.

Let HAM(m) denote the monotone function of $\binom{m}{2}$ Boolean variables representing a graph on $m$ vertices, whose value is 1 iff the graph contains a Hamiltonian circuit. The results of Valiant [17] imply that, for $1 \leqq s \leq m$, the function CLIQUE $(m, s)$ is a monotone projection of $\operatorname{HAM}\left(m^{k}\right)$, for some constant $k$. In fact, we can show that CLIQUE $(m, s)$ is a monotone projection of $\operatorname{HAM}\left(25 m^{2}\right)$. Therefore, by Theorem 3.9 , the monotone circuit complexity of $\mathrm{HAM}(\mathrm{m})$ is $\exp \left(\Omega\left(m^{1 / 6} /(\log m)^{1 / 3}\right)\right)$.

Let SAT ( $m$ ) denote the monotone function of $2 m^{2}$ variables $x_{11}, \ldots, x_{m m}, y_{11}, \ldots$ $\ldots, y_{m m}$, whose value is 1 iff there is an assignment $z_{1}, \ldots, z_{m} \in\{0,1\}$ such that the formula

$$
\bigwedge_{i=1}^{n} \bigvee_{j=1}^{n}\left[\left(x_{i j} \wedge z_{j}\right) \vee\left(y_{i j} \wedge \overline{z_{j}}\right)\right]
$$

is satisfied. It is easy to show that, for $1 \equiv s \leqq m$, the function CLIQUE $(m, s)$ is a monotone projection of SAT $\left(5 m^{2}\right)$. Thus, by Theorem 3.9, the monotone circuit complexity of SAT $(m)$ is $\exp \left(\Omega\left(m^{1 / 6} /(\log m)^{1 / 3}\right)\right)$.

Let $G=(V, E)$ be an undirected graph. A set of vertices $U \subseteq V$ is a wertex cover of $G$ if for each edge $\{i, j\}$ of $E$, either $i \in U$ or $j \in U$. Let $\mathrm{VC}(m, k)$ denote the monotone function of $\binom{m}{2}$ Boolean variables representing a graph $G$ on $m$ vertices, whose value is 1 iff $G$ does not have a vertex cover of cardinality $k$.
Proposition 5.1. For $k=m-\left\lfloor\frac{1}{4}(m / \log m)^{2 / 3}\right\rfloor$, the monotone circuit complexity of $\mathrm{VC}(m, k)$ is $\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)$.
Proof. Given a function $f$ of $n$ variables, its dual (denoted by $f^{*}$ ) is the function of $n$ variables defined by $f^{*}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\neg f\left(\neg x_{1}, \neg x_{2}, \ldots, \neg x_{n}\right)$. If $f$ is a mono-
tone function, then its dual $f^{*}$ is also monotone, and DeMorgan's laws imply that $L^{+}(f)=L^{+}\left(f^{*}\right)$. Notice that the dual of VC $(m, k)$ is CLIQUE $(m ; m-k)$, since $G$ has a vertex cover of cardinality $k$ iff its complement $\bar{G}$ has a clique of cardinality $m-k$. The result now follows from Theorem 3.9.

Let $D=(V, E)$ be a directed graph. A set of vertices $U \subseteq V$ is a feedback vertex cover of $D$ if each directed cycle of $D$ contains some vertex in $U$. A set of edges $F \subseteq E$ is a feedback edge cover if each directed cycle of $D$ contains some edge from $F$. Put $n=m(m-1)$ and let $x_{1}, x_{2}, \ldots, x_{n}$ be $n$ Boolean variables representing the edges of a directed graph $D$ on $m$ vertices. Let $\mathrm{FV}(m, k)$ denote the monotone function of $x_{1} ; x_{2}, \ldots, x_{n}$ whose value is 1 iff $D$ does not have a feedback vertex cover of cardinality $k$. Similarly, let $\mathrm{FE}(m, k)$ denote the monotone function of $x_{1}, x_{2}, \ldots, x_{n}$ whose value is 1 if $D$ does not have a feedback edge cover of cardinality $k$.
Proposition 5.2. For $k=m-\left[\frac{1}{16}(m / \log m)^{2 / 3}\right]$, the monotone circuit complexities of $\mathrm{FV}(m, k)$ and $\mathrm{FE}(m, k)$ are $\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)$.
Proof. The standard reductions of Vertex Cover to Feedback Vertex Cover and to Feedback Edge Cover (see for example [1]) are monotone and linear. Thus using Proposition 5.1 the proof is complete.

There are several other monotone reductions of the clique problem to various NP-complete problems which yield exponential lower bounds for the monotone circuit complexities of the corresponding Boolean functions. As observed by P. Frankl, one can also deduce such lower bounds from the proofs of Lemma 3.8 and Theorem 3.9. Indeed, these supply lower bounds for any monotone function $f$ of $\binom{m}{2}$ variables representing $G=(V, E)$, whose value is 1 if $G$ is an $s$-clique, is 0 if $G$ is a complete ( $s-1$ )-partite graph, and is arbitrary otherwise. For example, if $\operatorname{COLOR}(m, s)$ is the function that is 1 iff $G$ is not $s$-colorable, then for $s=$ $=\left\lfloor(\mathrm{m} /(8 \log \mathrm{~m}))^{2 / 3}\right\rfloor$ the monotone circuit complexity of $\operatorname{COLOR}(m, s)$ is at least $\exp \left(\Omega\left((m / \log m)^{1 / 3}\right)\right)$.

Razborov [13] obtained an $m^{\Omega(\log m)}$ lower bound for the monotone circuit complexity of the perfect matching function $\mathrm{PM}(m)$. This is the Boolean function of $n=m^{2}$ variables representing the edges of a bipartite graph $G=(U, V, E)$ such that $|U|=|V|=m$, whose value is 1 iff $G$ contains a perfect matching. The nonmonotone circuit complexity of $\mathrm{PM}(\mathrm{m})$ is actually polynomial, using for example the Hopcroft and Karp [7] matching algorithm. So far, we have not been able to improve the $m^{\Omega(\log m)}$ lower bound for the monotone circuit complexity of PM $(m)$. It is worth noting that Perfect Matching has a monotone, linear reduction to various other problems, including Network Flow and Local Connectivity between two vertices in a directed graph. Consequently one obtains $m^{\Omega(\log m)}$ lower bounds for the monotone circuit complexities of the corresponding functions.
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